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The exponential growth in the volume of publications in the biomedical domain has made it impossible for an individual to keep
pace with the advances. Even though evidence-based medicine has gained wide acceptance, the physicians are unable to access
the relevant information in the required time, leaving most of the questions unanswered. This accentuates the need for fast and
accurate biomedical question answering systems. In this paper we introduce INDOC—a biomedical question answering system
based on novel ideas of indexing and extracting the answer to the questions posed. INDOC displays the results in clusters to help
the user arrive at the most relevant set of documents quickly. Evaluation was done against the standard OHSUMED test collection.
Our system achieves high accuracy and minimizes user effort.
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1. INTRODUCTION

An estimate of the around 14 million citations in PubMed
[1] database of National Library of Medicine clearly indi-
cates the exponential growth of published biomedical liter-
ature. It is thus impossible for any individual to keep pace
with the advances. Thus, though evidence-based medicine
has gained wide acceptance [2–5], the physicians are unable
to access the relevant information in the required time, leav-
ing most of the questions unanswered [6]. The problem is
further compounded by the inadequacy of the current search
engines to perform well with biomedical literature. In a study
conducted with a test set of 100 medical questions collected
from medical students in a specialized domain, a thorough
search in Google was unable to obtain relevant documents
within top five hits for 40% of the questions [7]. The current
search engines fail to satisfy a user’s need for primarily two
reasons.

(1) Focus is more on keyword matching rather than se-
mantics or relations between keywords.

(2) Lack of understanding of complex biomedical termi-
nology and its inconsistent use [8].

Hence there is a need to develop fast and effective ques-
tion answering systems for the biomedical domain [9–11].

A number of strategies have been proposed for answering
biomedical questions such as, answering by role identifica-
tion [5, 12, 13], and answering based on document structure
[14]. A survey of recent works can be found in [15].

In this paper, we present the design and implementation
of Internet Doctor (INDOC), a biomedical question answer-
ing system. The system involves modules to perform index-
ing, question processing, document ranking, clustering, and
display.

The paper is organized into 4 sections. The architecture
of the system is presented in Section 2. Section 3 presents the
performance analysis of the system and Section 4 describes
future work and the conclusions.

2. ARCHITECTURE OF INDOC

The architecture of INDOC is as shown in Figure 1. The en-
tire document set is first indexed by the indexing module. A
detailed explanation of the indexing method is given later. At
runtime, the query from the user is processed by the question
processing module recognizing the difference in significance
of different parts of the query, and the ranking module ranks
the documents by assigning weights on the basis of their rel-
evance to the question. Finally, the display module displays
the documents in a decreasing order of their weights. It also
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Figure 1: Complete architecture of the system.

Figure 2: Screen-shot of the results.

Figure 3: Clustered display of the result-set.
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clusters the result-set, marks the most relevant portions of
each document, and thus reduces the user effort required
in locating the answer. In order to tackle the problems with
complex biomedical terminology and its inconsistent use, we
have used the UMLS concepts [16] instead of keywords. The
task of parsing the text and returning the relevant concepts is
performed by MMTX [17], a programming implementation
of MetaMap [18].

2.1. MMTX server

The MMTX program is used to map the free text into cor-
responding UMLS concepts. This operation of concept map-
ping is performed both while indexing the documents and
while processing the query. However, as creating an MMTX
object is expensive and takes a considerable amount of time,
we implemented a server which instantiates an MMTX ob-
ject once and waits for free text (which may be either a query
string or a document) to be sent. It then returns back the
mapping concepts.

2.2. Indexing

Unlike other indexing techniques, we do not just select the
important keywords or concepts. Rather, the entire docu-
ment is represented in the form of sections as shown in
Section 2.2.1. Each section has a section heading and a num-
ber of sentences in it. The section heading consists of one
or more UMLS concepts that represent the section. Further,
only successive sentences can belong to a section and any in-
dividual sentence cannot be present in more than one sec-
tion. At the time of document retrieval, a document may be
considered useful if some or all of the question concepts are
present in one of the section headings. In order to minimize
the runtime overhead, we also store all the concepts present
in a document.

2.2.1. Indexed representation

Sample document

“Lack of attenuation of a candidate dengue 1 vaccine (45AZ5)
in human volunteers. A dengue type1, candidate live virus vac-
cine (45AZ5) was prepared by serial virus passage in fetal rhe-
sus lung cells. Infected cells were treated with a mutagen, 5-
azacytidine, to increase the likelihood of producing attenuated
variants. The vaccine strain was selected by cloning virus that
produced only small plaques in vitro and showed reduced repli-
cation at high temperatures (temperature sensitivity). Although
other candidate live dengue virus vaccines, selected for simi-
lar growth characteristics, have been attenuated for humans,
two recipients of the 45AZ5 virus developed unmodified acute
dengue fever. Viremia was observed within 24 hr of inoculation
and lasted 12 to 19 days. Virus isolates from the blood produced
large plaques in cell culture and showed diminished tempera-
ture sensitivity. The 45AZ5 virus is unacceptable as a vaccine
candidate. This experience points out the uncertain relation-
ship between in vitro viral growth characteristics and virulence
factors for humans.”

Corresponding indexed form

Lacking (qualifier value) |attenuation |Dengue |Vaccines
|Human Volunteers |

Lacking (qualifier value) |attenuation |Dengue |Vaccines
|Human Volunteers|

0 0
Cells|
1 2

Selection (Genetics) |Virus|
3 5

Virus|.

2.2.2. Algorithm

The algorithm to perform the task of indexing is shown in
Algorithm 1.

The algorithm begins by first obtaining all the concepts
in the title and storing them in the index file. This is done
as the title is usually a good indicator of the content of the
document.

The first phase involves formation of sections on the ba-
sis of concepts present in the sentences. It begins by adding
S1, the first sentence of the document to the section X1 and
all its concepts SC1 to XC1. We then add the next sentence
S2 into X1 and update the concepts in section heading to
XC1 = XC1 ∩ SC2. The section heading thus contains the
concepts common to both the sentences. This process is car-
ried out till we find a sentence Sj for which XC1 ∩ SC j is an
empty set. However, the above steps done alone leave a prob-
lem unsolved.

Suppose a section Xi has m (m is large) sentences and
the concept set XCi has n1 concepts. Thus effectively m sen-
tences are relevant to n1 concepts. Now if we try to add a new
sentence Sj to the current section Xi such that |XCi∩ SC j| =
n2 (n2 < n1), we miss out n1-n2 concepts which are also used
frequently in the section.

In order to avoid this, we define a constant M which is
the minimum number of sentences to help us decide when
to add a new sentence.

(1) For |Xi| < M—the sentence is added if it contains at
least one of the concepts present in the section head-
ing.

(2) For |Xi| > M—the sentence is added if it contains all
the concepts present in the section heading, otherwise,
we start constructing a new section Xi+1.

Once the formation of sections is complete, we need to
perform the task of section merging. This step is necessary
because of the following.

(1) The size of some sections may become too small. In
the extreme case, we might end up with just a single
sentence in a section. To handle this we define L, the
minimum number of sentences to be present in a sec-
tion. If for a section Xi, |Xi| < L then we merge it with
the previous section Xi−1. Since |Xi| is very small, the
concepts in the set XCi are not of much importance
and hence can be discarded.
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1. Obtain the concepts of the title and store them.
2. Initialize i = 1 and j = 1, and set all Xi, SC j , XCi

to be empty where
Sj : jth sentence in the document
Xi: ith section
SC j : set of concepts in jth sentence (concepts in
an individual sentence)
XCi: set of concepts in ith section
L: min number of sentences necessary in a
section
M: minimum number of sentences in a section
so that merging is not necessary
3. Formation of sections
Set XCi to concepts in the first sentence.
Define |S| as the number of elements in set S.
For each sentence Sj left in the document to
process
{

If (|Xi| == 0){
Add Sj to Xi

Add SC j to XCi

}
else {

if ((|Xi| < M&&|XCi ∩ SC j| > 0)‖
XCi == SC j)
{

Add Sj to Xi

Set XCi = XCi ∩ SC j

}
else{
i = i + 1
Add Sj to the new section Xi

Add SC j to XCi

}
}

}
4. Final section merging step

for each section Xi

{
If (i > 1&&(|Xi| < L|‖XCi is a subset

of XCi−1)){
Merge Xi with Xi−1

}
}

Algorithm 1

(2) There may be cases where XCi is a subset of XCi−1. In
such scenarios, Xi will be merged with Xi−1.

In either case, the set XCi−1 is left unchanged.
For scaling the algorithm to a large document set, we

need to maintain a Concepts X Document matrix containing
the section-heading concepts and the corresponding docu-
ments in which they are present. This would save us the ex-
pense of performing large file operations on indexed files of
all documents that need to be done while answering the ques-
tion. For the evaluation performed by us, since the document
set was not excessively large, we could get equally good per-
formance even without such matrix.

2.3. Question processing

The query input by the user is sent to the MMTX server
which returns back the UMLS concepts present in it. For ex-
ample,

Question

Tell me about pathophysiology and treatment of dissemi-
nated intravascular coagulation.

Concepts

Disseminated Intravascular Coagulation, Therapeutic pro-
cedure, physiopathological, therapeutic aspects.

However, all the key-concepts are not equally important.
In the above example, the concept “disseminated intravascu-
lar coagulation” is of higher importance as compared to the
rest. Therefore, different concepts need to be assigned dif-
ferent weights based on their relative importance, which is
decided from their semantic type [19, 20]. In order to iden-
tify the relative importance of the semantic types, we an-
alyzed 106 biomedical questions from the OHSUMED test
collection [21]. The results are as shown in Table 1, where
frequency of various semantic groups in the questions is pre-
sented.

From this analysis, it is quite clear that most questions
are centered on concepts & ideas (CONC), disorders (DISO),
and procedures (PROC); and therefore these semantic types
are given higher weights.

In general, the mapped concepts from MMTx alone do
not capture all the related senses of a key-concept. For exam-
ple, back pain and lower back pain are mapped differently,
thus a query for lower back pain will not look for back pain
and vice versa. We have used the disease classification from
the ICD-9-CM to deal with this problem.

2.4. ICD database of related terms

The query concepts with the highest weights are sent to the
ICD-9-CM database to obtain a set of related concepts. The
search for relevant documents is done on the basis of all these
concepts along with the original concepts in the query.

ICD-9-CM stands for International Classification of Dis-
eases, Ninth Revision, Clinical Modification. It is based on
the World Health Organization’s Ninth Revision, Interna-
tional Classification of Diseases (ICD-9). It is the official sys-
tem of assigning codes to diagnoses and procedures associ-
ated with hospital utilization in the United States [22].

The ICD-9-CM consists of:

(i) A numerical list of the disease code numbers in tabular
form;

(ii) An alphabetical index to the disease entries; and
(iii) A classification system for surgical, diagnostic, and

therapeutic procedures (alphabetic index and tabular
list).
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Table 1: Analysis of questions.

Abbriviation Semantic group Frequency

ACTI Activities & behaviors 27

ANAT Anatomy 13

CHEM Chemicals & drugs 58

CONC Concepts & ideas 137

DEVI Devices 1

DISO Disorders 144

GENE Genes & molecular sequences 0

GEOG Geographic areas 0

LIVB Living beings 9

OBJC Objects 2

ORGA Organizations 0

OCCU Occupations 2

PHEN Phenomena 3

PHYS Physiology 9

PROC Procedures 89

All terms in the same parental three-digit code are related
and a search can be made for all of these terms whenever
a search for any disease in a group is made. For example,
Cholera is given code 001 with the following subclassifica-
tions.

(i) 001 cholerae
(ii) 001.0 Due to Vibrio cholerae

(iii) 001.1 Due to Vibrio cholerae el tor
(iv) 001.9 Cholera, unspecified.

Using ICD database the focus terms (Disseminated
Intravascular Coagulation, Therapeutic procedure, phys-
iopathological, therapeutic aspects) of the question men-
tioned in the previous section are expanded into the follow-
ing set.

“Disseminated Intravascular Coagulation, Therapeutic
procedure, physiopathological, therapeutic aspects, Acquired
coagulation factor deficiency NOS (disorder), Afibrinogene-
mia, Antithromboplastino-genemia, Blood Coagulation Dis-
orders, Blood Coagulation Factor, Blood coagulation path-
way observation, Blood coagulation tests, Circulating antico-
agulants, Coagulation Therapy, Coagulation factor deficien-
cies, Coagulation procedure, Congenital deficiency (morpho-
logic abnormality), coagulation, Disseminated Intravascular
Coagulation, Dysfibrinogenemia (disorder), Fibrinogen, Hem-
orrhagic Disorders, Hemorrhagic disorder due to antithrom-
binemia (disorder), Hemostasis procedure, Pathologic fibrinol-
ysis, Thrombolytic Therapy, Thromboplastin, Unfractionated
heparin (substance).”

After the question processing is performed with the help
of this diseases classification, we proceed to the document
retrieval and their subsequent ranking.

2.5. Document ranking

This step involves assigning the documents a weight on the
basis of their relevance to the question. For each document,
we search the index file to see which section headings match

the question concepts. We are interested in sections whose
headings have at least one of the question concepts. The cor-
responding sentences are checked to see if they contain any
more of the question concepts, which are not present in the
heading. Thus, the score of each section is the sum of weights
of question concepts present in it. If matches are found in
two consecutive sections then they can be combined to form
a bigger section, so as to highlight them together while pro-
viding the answer. Further, we can also include the neighbor-
ing sections of a selected section in order to ensure that no
relevant sentences are skipped.

Weight of the document Wd is given by the (1):

Wd = Nd + log10(NI), (1)

where Nd = sum of weights of all the matched concepts in
the best section and Nl = number of lines in the best section.

Here, by best section, we refer to the section that has the
maximum total weight of question concepts.

We justify the importance of Nl as it gives a measure of
the relevant information in the current document. Between
two documents with same number of concept matches, the
document with higher value of Nl contains more informa-
tion.

Logarithm of Nl is taken because Nd, the total weight of
all concept matches, is of higher significance. Since the doc-
ument weight (Wd) is calculated on the basis of concepts
present in the best section and not in the entire document,
we are sure that the concepts appear in proximity, and are
not just arbitrarily present.

2.6. Clustering

We clustered the final document set so as to make it easier for
the user to arrive at the most relevant set of documents, not
just one best document.

For clustering the documents, we employed k-means
clustering. The algorithm steps [23] are as follows.

(i) Choose the number of clusters, k.
(ii) Randomly generate k clusters and determine the clus-

ter centers, or directly generate k random points as
cluster centers.

(iii) Assign each point to the nearest cluster center.
(iv) Recompute the new cluster centers.
(v) Repeat the two previous steps, stopping when the as-

signment does not change anymore.

The maximum number of clusters to be formed can ei-
ther be fixed beforehand or specified separately for each
query by the user. For our analysis, we fixed the number of
clusters to four.

The distance measure used for clustering is Euclidean,
based on the occurrence of key-concepts present in the ques-
tion. Each document is represented in terms of a vector of
weights that are decided according to the respective semantic
types.

Further, while determining the centers initially in the sec-
ond step of k-means algorithm, we biased centers, so that first
one-fourth documents in the ranked list go into the first clus-
ter, the next one-fourth in the second, and so on.
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The cluster that contains the top-ranked document is
suggested to the user as the cluster most relevant to the query.

2.7. Displaying the results

The documents are finally displayed in descending order of
weights. The most relevant sentences are highlighted. Thus
the user effort required to locate the answer is minimized.

3. EVALUATION

For the sake of evaluating our system, we used the standard
OHSUMED collection which is used extensively in informa-
tion retrieval research.

3.1. About OHSUMED collection

The OHSUMED test collection [21] was created to assist in-
formation retrieval research. It is a clinically-oriented Med-
line subset, consisting of 348,566 references (out of a total
of over 7 million), covering all references from 270 medi-
cal journals over a five-year period (1987–1991). The collec-
tion includes 106 queries generated using Medline by novice
physicians. It also includes 12,565 unique query-reference
pairs obtained after judgment for relevance. We used a subset
of around 7000 documents from this collection as the docu-
ment repository and the 101 queries as the questions for IN-
DOC. Five queries were left out as our subset of documents
did not contain an answer for them.

3.2. Performance evaluation and results

To evaluate our system, we compare the results returned by
our system with the query-document pairs that have been
judged for relevance. The OHSUMED collection includes
the file drel.i that contains the query-document pairs rated
as definitely relevant, with documents listed by sequential
number in the format (<query><tab><document-i>). Cor-
responding to each query, we select the set of documents
judged as definitely relevant as the set of correct documents
and evaluate our results against this set. We illustrate the re-
sults in Table 2.

We observed that 58.4% of the questions posed were an-
swered correctly by the first document itself. We also noted
that the top 5 ranked documents have answers to 76.23% of
all the queries.

Table 2 illustrates cumulative percentage of the queries
answered, against the rank of documents.

For example for 81.18% of the queries, the first relevant
result was obtained within top 10 results.

In total, we used 6637 documents and the system was able
to answer 93.07% of the queries posed. No answer could be
retrieved for 7 questions.

On an average, 54.79% of relevant documents were cor-
rectly identified by the system (Recall).

Table 2: Experimental results of our system on OHSUMED dataset.

Rank of first answer Number of queries % answered correctly

1 59 58.4

2 70 69.3

3 75 74.2

4 76 75.24

5 77 76.23

10 82 81.18

50 84 83.17

4. CONCLUSIONS AND FUTUREWORK

In this paper, we presented an effective implementation of
a biomedical question answering system. We devised meth-
ods for query processing, document indexing and procedures
for extracting the answer to the questions posed. The system
was evaluated against the standard OHSUMED test collec-
tion and high performance (93.07% correctly answered, out
of which 76.23% were answered within the top 5 documents)
was obtained. We minimized the user effort by clustering the
result set, identifying the most relevant sentences, and high-
lighting them. The technique and system presented in this
paper can be useful in designing a new generation efficient
framework for biomedical question answering system.

Apart from the ideas presented in this paper, there are
some improvements possible on the present system. First the
question’s taxonomy as given in [24] can be implemented.
Questions about patient care can be organized into a lim-
ited number of generic types, which could help guide the ef-
forts of knowledge base developers. These generic types can
be used in finding excerpts from the documents as short an-
swers to the questions posed.

Secondly, the system relies on effective generation of
heading concepts for each subsection as described in the pro-
posed algorithm. From the algorithm, it is clear that any
anaphora in sentences referring to potential heading con-
cepts are not taken care of and they have to be dealt with
to ensure effective indexing. As such, anaphora resolution is
by large an unsolved problem. Addressing the problem of re-
solving Anaphora problem can be a potential area for future
work.
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